
PERFORMANCE

Below are results from one Lattice researcher’s use of Globus Online over the past few months:
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ARCHITECTURE
Globus Online comprises:

 

 

  

  Front-end architecture and performance

 

  Security and robustness

  Reliability and scalability

 

 

 

  

SYSTEM OVERVIEW

Key features:

INTERFACES
 

Web UI:

CLI Commands:

Transfer REST API:

Amazon Elastic Cloud Computing (EC2)

Data is securely archived on S3

Amazon Elastic Lead Balancer (ELB)

Traffic load balanced with EC2

Amazon Simple Storage Service (S3)

Instances distributed across multiple data centers

Globus Online
EC2 Instance

Globus Online
EC2 Instance

Globus Online
EC2 Instance

Ubuntu Linux Server

NGINX

Pyramid

Cassandra DHMTL
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USER SCENARIO: LATTICE QCD DATA MOVEMENT

globus onlineAccelerating Data Movement 
To Support Lattice QCD Computations

CHALLENGE

“Globus Online frees 

up my time to do 

more creative work 

rather than typing 

scp commands or 

devising scripts 

to initiate and 

monitor progress.”
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“I moved 100 7.3 GB 

hours. The same 

transfer would have 

taken over 3 days 

with scp.”

User

(2) User makes request
to Globus Online: e.g.,”Transfer
data from MyDesktop to SiteA”

Globus
Online

(3) Globus Connect
forwards requests

to Globus Connect

(4) Globus Connect establishes data channel
connection to SiteA and transfers data
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automatic retries

scientists as a result of Software from 

Service approach

(1) Register Globus Connect 
instance with Globus Online

“Globus Online is 

grid technology I 

have even seen.”


